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Throughput-Enhanced Relay Placement Mechanism
in WiMAX 802.16j Multihop Relay Networks

Chih-Yung Chang, Member, IEEE, Chao-Tsun Chang, Tzu-Chia Wang, and Ming-Hsien Li

Abstract—The IEEE 802.16j standard proposes a multihop re-
lay network architecture that introduces relay stations aiming at
increasing the network throughput or coverage. The deployment
of the relay stations is one of the most important issues that de-
termine the network throughput. In literature, some deployment
strategies have been proposed. However, none of them follows the
frame structure designed in IEEE 802.16j standard. Furthermore,
they did not consider the fact that the bandwidth constraints
of a base station, relay stations, and mobile stations (MSs) are
highly related to the locations of relays. Given a base station,
k relay stations, and a region that can be fully covered by the
base station, this paper proposes a relay deployment mechanism
aiming to determine the best deployed locations for relays so that
the bandwidth requirement of MSs can be satisfied while the
network throughput can be significantly improved. Performance
study reveals that the proposed relay deployment mechanism can
improve the network throughput as compared with the existing
approaches.

Index Terms—Deployment, IEEE 802.16j, mobile stations
(MSs), relay stations (RSs), Worldwide Interoperability for Micro-
wave Access (WiMAX).

I. INTRODUCTION

IN the IEEE 802.16e standard, a wireless metropolitan area
network (WMAN) consists of a base station (BS), mobile

stations (MSs), and subscriber stations (SSs). The BS serves
as a gateway between the WMAN and external networks and
supports MSs and relay stations (RSs) with Internet access. In
literature, there have been several studies [1]–[3] developing
QoS scheduling frameworks for IEEE 802.16e networks, aim-
ing at improving the network throughput. However, the network
performance still highly depends on the network deployment.
In considering the deployment issue in IEEE 802.16e networks,
the cost is expensive for achieving full coverage by deploying
only BSs. Therefore, the relay station (RS) interconnected
between the BS and MSs (or SSs) for WMANs is proposed
in the new version of IEEE 802.16j standard [4]. The RSs are

Manuscript received April 20, 2013; revised March 4, 2014; accepted
March 19, 2014. Date of publication May 9, 2014; date of current version
June 18, 2015. This work was supported by the National Science Council of the
Republic of China under Contract NSC 100-2632-E-032-001-MY3 and Con-
tract NSC 100-2221-E-007-054-MY3.

C.-Y. Chang, T.-C. Wang, and M.-H. Li are with the Department of
Computer Science and Information Engineering, Tamkang University, Taipei
25137, Taiwan (e-mail: cychang@mail.tku.edu.tw; tcwang@mail.tku.edu.tw;
minghsienli@gmail.com).

C.-T. Chang is with the Department of Information Management, Hsiup-
ing University of Science and Technology, Taichung 41280, Taiwan (e-mail:
cctas@mail.hust.edu.tw).

Digital Object Identifier 10.1109/JSYST.2014.2314011

applied to extend the coverage range of a WMAN and hence
to reduce the cost of infrastructure construction. Another, the
RSs interconnecting the BS and MSs (or SSs) can reduce the
communication distance and therefore improve the network
capacity by applying efficient modulations.

In the 802.16j networks, the BS is in charge of bandwidth
assignment [5], [6] and routing [7] tasks for RSs, MSs, and
SSs. The standard of 802.16j defines two types of RSs, in-
cluding transparent and nontransparent RSs. A transparent RS
can be served as a forwarding agent to improve the trans-
mission efficiency between the BS and MSs, but it does not
participate in the scheduling task in a WMAN. The BS has to
announce and handle all control messages, including dedicated
channel, downlink/uplink (DL/UL) map, and DL/UL channel
descriptors, for MSs [8]. This indicates that a transparent RS
is only in charge of forwarding the data. On the contrary, a
nontransparent RS can perform all the tasks of transparent RS
plus the transmission scheduling [9]. Therefore, the MSs that
are located outside the coverage area of the BS can still be
served by the BS due to the help of relaying operations from
the nontransparent RSs.

The deployment of the RSs is crucial for improving the
network capacity of Worldwide Interoperability for Microwave
Access networks. In literature, a number of studies [10]–[12]
have proposed related approaches for RS placement. In [10],
Bender’s decomposition method is applied to break down the
original problem to a sequence of small 0–1 integer problems.
By applying Bender’s decomposition, the proposed integer
programming determines the minimal number of required RSs
and the way of RS deployment. However, the frame constraint
of the IEEE 802.16j standard and the bandwidth constraints
between the BS and an RS and between an RS and an MS were
not considered.

In [11], Yu et al. proved that the throughput-maximization
RS deployment problem is NP-hard. To reduce the computa-
tional cost, Yu et al. [11] proposed another heuristic scheme
for minimizing the deployment cost by randomly selecting the
candidate sites based on the integer programming technique. In
this scheme, some test points are treated as MSs with different
bandwidth requirements, whereas BSs and RSs are consid-
ered randomly deployed at the candidate sites. The proposed
deployment scheme then determines the feasible number of
BSs and RSs. The mechanism proposed in [11] aims to find
the feasible candidate sites for deploying the BSs and RSs
with minimal deployment cost. However, the deployment cost
may not be minimal because the candidate sites are randomly
selected. Furthermore, the bandwidth calculation did not take
into consideration the frame structure of IEEE 802.16j standard.
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In [12], Wang et al. aimed to maximize the network capacity
by considering the network throughput and the signal strength.
In their study, all RSs are regularly deployed around the BS
with a specific distance where the transmission rate from an
MS to the BS through an RS can be improved. The BS makes
decision for either one-hop (MS–BS) or two-hop (MS–RS–BS)
communications by considering their transmission rates. They
assume that MSs with similar transmission requirements are
evenly distributed in the network. Then, an approach is pro-
posed to determine a distance for deploying all RSs. However,
all RSs deployed in a way that they have the same distance
to the BS might lead to inefficient performance. This occurs
because the MSs served by different RSs might have different
traffic requirements and the RSs might need to be deployed
with different distances to the BS. Therefore, the network
throughput can be further improved. In addition, the bandwidth
measurement did not consider the frame structure of IEEE
802.16j standard.

In [13], Yu et al. aimed to minimize the RS deployment
cost by developing an integer programming formulation to
select as few as possible positions for RS deployment while
the transmission rates required by the MSs are satisfied.
Yang et al. [14] studied the RS placement problem and de-
ployed a minimum number of RSs to satisfy all of the data
rate requests from the MSs via cooperative communications.
A heuristic algorithm was proposed in [15] to determine the
number and locations of the RS deployments with a given
MS distribution and deployment budget. Previous schemes
[10]–[15] emphasized the network throughput enhancement by
deploying the RSs. They investigated the impact of RS location
on the data rate, aiming to determine the better locations for
deploying RSs. However, they did not consider the bandwidth
constraint of each RS, possibly leading to two problems: load
unbalance and bandwidth starvation.

1) Without considering the bandwidth constraint of an RS,
load unbalance might occur among RSs. Once an RS
is deployed at a candidate position, which is closed to
many MSs, the RS cannot support all the requirements
of MSs, whereas the other deployed RSs might have low
bandwidth utilization.

2) As aforementioned, once the RS cannot support the re-
quired bandwidth resource of some MSs, these MSs are
difficult to access the wireless resource from the RS and
easily encounter bandwidth starvation.

This paper investigates the relay deployment issue in the
802.16j mobile multihop relay network. A heuristic RS place-
ment scheme is proposed to determine the k feasible locations
for given k RSs. The contributions of this paper are summarized
as follows.

1) This paper takes into account the frame structure of
802.16j standard. The transmission latency from an MS
to a BS and from an MS to a BS through an RS can be
accurately estimated, as compared with the related works
[11], [12]. As a result, a better decision for deploying
relays can be made based on the accurate estimation of
transmission latency.

2) To cope with the aforementioned load unbalance and
bandwidth starvation, this paper first divides the given
region into k partitions with equal traffic demands for
balancing the loads of k RSs in the partitioning phase.
After that, this paper evaluates the available transmis-
sion intervals of MSs and the bandwidth constraint
of RSs. As a result, the proposed approach can pre-
vent the occurrences of load unbalance and bandwidth
starvation.

3) To reduce the computational complexity, this paper
proposes the bright-region identification phase and the
candidate-region identification phase to identify the better
locations for deploying relays. Compared with the related
work [11], our approach does not require predefined
candidate locations while obtaining better results in terms
of QoS satisfactory.

4) This paper proposes the candidate-location identification
phase, which determines the best location of each can-
didate region for deploying the RS. Simulation results
further verifies that the proposed mechanism achieves
better network throughputs.

5) The RS deployment achieved by the proposed scheme
guarantees that the bandwidth requirements of MSs can
be satisfied while the network capacity can be signifi-
cantly improved.

The rest of this paper is organized as follows. Section II
proposes the considered network model and problem formula-
tion. The developed relay placement mechanism is proposed in
Section III. Section IV investigates the performance improve-
ment of the proposed mechanism against the existing works.
Section V simply concludes this paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

This paper aims to develop a relay placement scheme for
enhancing the network capacity for given k relays in an IEEE
802.16j WiMAX network. A region A that can be fully covered
by a BS is considered the deployment region for a given set
of k RSs, R = {RS1,RS2, . . . ,RSk}. Region A is assumed
comprised of n subregions A1, A2, . . . , An. In reality, region
A can be treated as a city that comprises n districts. The
sizes and shapes of all subregions can be different. The traffic
requirement of each subregion is assumed known at the network
deployment phase. This assumption is reasonable since the
traffic requirement can be estimated according to historical
traffic of Internet usage. Without loss of generality, let Pi be
the representative point of each subregion Ai and the traffic
demands of subregion Ai be the traffic demand of Pi. Let
Pi(x, y) denote the location of Pi. The deployed location of
the BS is assumed known and is denoted BS(0, 0).

The following explains that it is reasonable to use the traffic
requirement of Pi to represent the traffic requirements of all
MSs in subregion Ai. Assume that there are q users in subregion
Ai. Assume that each user MSj has traffic demand dj and the
transmission rate from MSj to the BS is rj , for 1 ≤ j ≤ q.
In order to guarantee that traffic demand dj of user MSj can
be satisfied by applying the transmission rate rj , the required
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transmission time allocated to MSj should be at least dj/rj .
Let Ti denote the total required transmission time that satisfies
the requirements of all users in subregion Ai. The value of Ti

can be calculated by applying the following:

Ti =

q∑
j=1

dj
rj

. (1)

Let wi be the total traffic demands of subregion Ai, i.e.,

wi =

q∑
j=1

dj . (2)

Assume that there exists a point Pi located in subregion Ai.
Let xi be the transmission rate of point Pi. No matter where the
Pi locates, its maximal achievable throughput during the time
period Ti can be calculated as xi × Ti. If its transmission rate
xi is fast enough, the BS can allocate the transmission time Ti

for Pi to achieve the same throughput wi. If the traffic demands
of Pi are satisfied, the total traffic demands of all users in
subregion Ai can be also satisfied, as depicted in the following:

wi = xi × Ti. (3)

Next, we intend to explain that a point Pi satisfying (3)
exists. Let rmax denote the maximal transmission rate of q
MSs. Without loss of generality, assume a point Pi is picked in
subregion Ai. Because the value of dj/rj is equal to or larger
than that of dj/rmax, xi ≤ rmax can be derived as follows:

xi =
wi

Ti
=

wi∑q
j=1

dj

rj

≤ wi∑q
j=1

dj

rmax

=
wi

(
∑q

j=1 dj)/rmax
= rmax. (4)

Let rmin denote the minimal transmission rate of q MSs. On
the contrary, the value of dj/rj is equal to or less than that of
dj/rmin; the following derives rmin ≤ xi:

xi =
wi

Ti
=

wi∑q
j=1

dj

rj

≥ wi∑q
j=1

dj

rmin

=
wi(∑q

j=1 dj

)
/rmin

= rmin. (5)

Since

rmin ≤ xi ≤ rmax (6)

is satisfied, there exists a point Pi in subregion Ai satisfying the
argument that using the traffic requirement of Pi can represent
the traffic requirements of all MSs in subregion Ai.

The transmission rate between a sender and a receiver de-
pends on the signal-to-interference-plus-noise ratio (SINR) at
the receiver side, which highly depends on the distance between
the sender and the receiver. IEEE 802.16 standard employs
modulation and coding schemes (MCSs) for adjusting the
transmission rate according to the channel condition. Generally,

TABLE I
SEVEN LEVELS OF MCSS [12], [16]

TABLE II
NOTATION LIST

stations closer to the BS apply a higher MCS level. The MCS
level will be decreased with the distance from the BS to the
device. Let dAB denote the distance between A and B, where A
and B might be a BS, an RS, or an MS. Table I summarizes the
seven MCS levels and their corresponding transmission rates.

Let rAB denote maximal achievable transmission rate from A
to B, which highly depends on distance dAB . Function δ can
query Table I and output the best MCS level by giving dAB as
the input, i.e.,

δ
(
dBS
Pi

)
= rBS

Pi
∀ i ∈ 1, 2, . . . , n (7)

δ
(
dBS
RSj

)
= rBS

RSj
∀ j ∈ 1, 2, . . . , k (8)

δ
(
d
RSj

Pi

)
= r

RSj

Pi
∀ i ∈ 1, 2, . . . , n; ∀ j ∈ 1, 2, . . . , k. (9)

The main purpose of this paper is to determine k RS deploy-
ment locations LRS={RS1(x, y),RS2(x, y), . . . ,RSk(x, y)}
such that the network capacity can be maximized. Table II lists
a set of notations that will be used to present the network model
and the problem statement.

Fig. 1 depicts the frame structure developed in IEEE 802.16j
standard. Each frame is comprised of DL and UL subframes.
The DL subframe is further partitioned into access zone and
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Fig. 1. Frame structure defined in IEEE 802.16j standard.

relay zone. The DL access zone can be only allocated for a BS
transmitting data to RSs and MSs, whereas the relay zone can
be allocated for RSs forwarding data to MSs. Similar to the DL
access zone, the UL subframe is partitioned into the access zone
and the relay zone.

According to the frame structure, the network throughputs
of UL and DL should be calculated separately. Let notation
Udownlink denote the MSs’ DL throughput that refers to the
data volume received by MSs. The DL throughput Udownlink

is mainly composed of two parts, including the data volume
directly transmitted from the BS to MSs and the data volume
transmitted from RSs to representative points. The following
reflects this argument:

Downlink throughput Udownlink

n∑
i=1

uPi

BS +

k∑
j=1

n∑
i=1

uPi

RSj

=

n∑
i=1

lBS
Pi

rBS
Pi

tDL
Pi

+

k∑
j=1

n∑
i=1

l
RSj

Pi
r
RSj

Pi
tDL
RSj

. (10)

Similarly, let notation Uuplink denote the BS’s UL through-
put, which refers to the data volume that a BS actually received.
The following calculates the UL throughput Uuplink, which is
composed of two parts, i.e., the data volume of the BS directly
received from representative points and the data volume of the
BS received from RSs:

Uplink throughput Uuplink

n∑
i=1

uBS
Pi

+

k∑
j=1

uBS
RSj

=

n∑
i=1

lBS
Pi

rBS
Pi

tUL
Pi

+

k∑
j=1

l
RSj

Pi
rBS
RSj

tUL
RSj

. (11)

The major goal of this paper is to maximize the network
throughput. Equation (12) depicts that the network throughput
C is the summation of DL and UL throughputs that are derived
by (10) and (11), respectively.

Goal: Maximize (C):

where C = Uuplink + Udownlink

=

⎛
⎝ n∑

i=1

uPi

BS +
k∑

j=1

n∑
i=1

uPi

RSj

⎞
⎠+

⎛
⎝ n∑

i=1

uBS
Pi

+
k∑

j=1

uBS
RSj

⎞
⎠ .

(12)

Equations (13)–(17) represent the constraints for achieving
the goal of this paper. Equation (13), gives the RS location
constraint, which represents the fact that none of the RSs can
be deployed at the same location.

RS Location Constraint:

RSi(x, y) �= RSj(x, y)

∀ i ∈ 1, 2, . . . , k; ∀ j ∈ 1, 2, . . . , k, i �= j. (13)

Equation (14) gives the link constraint, which constrains that
a representative point Pi cannot communicate with both the BS
and an RS.

Link Constraint:

l
RSj

Pi
+lBS

Pi
=1 ∀ i∈1, 2, . . . , n; ∀ j∈1, 2, . . . , k. (14)

The following latency constraint asks that the data forward-
ing by relay RSj requires smaller latency than that required for
directly transmission from Pi to the BS.

Latency Constraint:

tPi−RSj−BS < tPi−BS=1

∀ i ∈ 1, 2, . . . , n; ∀ j ∈ 1, 2, . . . , k. (15)

Another minimal bandwidth constraint is required to ver-
ify whether the assigned bandwidth satisfies the bandwidth
requirement rpastPi

of Pi. Because Pi can transmit data to the
BS with or without the help of RSj , the data of Pi will be
transmitted through the best way with maximal transmission
rate such that the bandwidth requirement of Pi can be satisfied.
In the case that relay Ri is considered, the rate of the bottleneck
link would be either rRSj

Pi
or rBS

RSj
. Equation (16) presents the

minimal bandwidth constraint.
Minimal Bandwidth Constraint:

max
(
rBS
Pi

, min
(
r
RSj

Pi
, rBS

RSj

))
≥ rpastPi

∀ i ∈ 1, 2, . . . , n; ∀ j ∈ 1, 2, . . . , k. (16)

The last constraint given in (17) guarantees that the volume
of the incoming data is equal to that of the outgoing data for
any RSj .

Transmitting and Receiving Equivalence Constraint:

n∑
i=1

r
RSj

Pi
×tUL

Pi
=rBS

RSj
×tUL

RSj
, ∀ i∈1, 2, . . . , n; ∀ j∈1, 2, . . . , k.

(17)

As depicted in (12), the goal of this paper is to maximize the
channel utilization, while constraints given in (13)–(17) should
be satisfied.

III. RPM

A. Overview of RPM

The following presents the major concept of the proposed
relay placement mechanism with maximal network capacity
(RPM). The RPM majorly consists of four phases, called
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Fig. 2. Example of executing the partitioning phase for k = 3. (a) Initial
partitions. (b) Adjusted partitions.

Fig. 3. Bright region of Pi is a promising region for RS deployment.

Fig. 4. Bright region that is obtained by the union of bright regions of n
subregions Ai.

partitioning, bright-region identification, candidate-region
identification, and candidate-location identification. Initially,
the RPM in partitioning phase geographically partitions the
given region A into k partitions with equal size. Then, the size
of each partition will be further adjusted such that the sub-
region with higher traffic requirements can be migrated to the
neighboring partition with lower traffic requirement; hence, the
traffic demands of all partitions can be identical. Fig. 2 gives
an example of k = 3. Initially, region A is equally partitioned
into three partitions, as shown in Fig. 2(a). Then, the partitions
will be further adjusted according to the traffic demand of each
subregion Ai. Fig. 2(b) depicts the adjusted partitions.

Since an RS will be deployed in each partition, the next
step is to find a promising region for deploying an RS in a
partition. Therefore, the next three phases would be executed
repeatedly for each partition. The bright-region identification
phase aims to identify a bright region that is a promising region
for deploying the RS. For subregion Ai, it is improper to deploy
an RS very close to the BS or Pi. In case that the RS is
deployed very close to the BS, the rate between the RS and Pi

will be reduced significantly, which increases the transmission
delay from the MSs to the RS. On the other hand, if the RS is
deployed far away from the BS, the rate between the RS and
the BS will be poor. Fig. 3 depicts that the bright region of A1

is the promising zone for deploying the relay. Fig. 4 depicts the
union of bright regions of n subregions.

Fig. 5. Example of the candidate region that is marked by the red ink.

Fig. 6. Candidate region is partitioned into several grids and a location will
be selected from the grids for deploying the RS.

The next phase, which is called the candidate-region identi-
fication phase, aims to further identify a candidate region that
is a subregion of a bright region and covered by the maximal
number of bright regions. The execution of the candidate-
region identification phase can further reduce the computational
cost for solving the relay deployment problem. Fig. 5 gives an
example of the candidate region, which is marked by the red
boundary.

It is worth mentioning that deploying the RS at any point
of the bright region can satisfy the traffic demand of each Ai.
However, there exists the best location that deploying the RS
at this location can lead to maximal network capacity. The
last phase, namely, the candidate-location identification phase,
aims to find the best location for deploying the RS such that the
network capacity can be maximal. In this phase, the candidate
region will be partitioned into several small and equal-sized
grids. The proposed RPM will calculate the network capacity
grid by grid and identify the best location for deploying the RS.
The grid size can be determined according to the constraint of
computational cost. A larger grid will reduce the computational
cost but will find a location with lower network capacity. Fig. 6
gives an example where the candidate region is partitioned into
several grids and a location will be identified for deploying the
relay for achieving the maximal network capacity.

B. Proposed RPM

Here, the details of the four phases designed in the proposed
RPM are presented.

1) Partitioning Phase: Given k RSs, this phase aims to
divide the given region A into k partitions with equal traffic
demands for balancing the loads of RSs. Two steps will be
executed in this phase. Recall that the region A can be fully
covered by the BS, which is located at the central point of A.
Region A consists of n subregions A1, A2, . . . , An. Subregion
Ai can be considered the district belonged to region A. For
example, region A is a city, and each Ai denotes a district of
this city. First, region A is equally partitioned into k partitions
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ζ1, ζ2 . . . , ζk. The location of the BS will be treated as the
central point of a circle containing region A. The circle will
be divided into k partitions by k partitioning lines, so that
the angle between every two consecutive lines will be 360/k◦.
Fig. 2(a) depicts an example of dividing the region into three
partitions. In this step, each subregion Ai can be only included
in exactly one partition. In case that a subregion Ai is separated
by a partitioning line, subregion Ai belongs to the partition that
contains the representative point Pi of subregion Ai. As a result,
all subregions can be well divided into k partitions.

The second step is to adjust the size of each partition so
that all partitions have equal traffic demands. The total traffic
demands u(ζj) of the partition ζj will be calculated as follows:

u(ζj) =
∑

∀Pi∈ζj

rpastPi
. (18)

This step aims to adjust the partitioning line such that the
total traffic demands of all partitions are equal. The adjustment
for each partitioning line will be executed sequentially from
ζ1 to ζk along a clockwise direction. In case that the total
traffic demands of ζj exceed the average traffic demand, it will
release some subregions that are close to the partition ζj+1.
Otherwise, ζj obtains some subregions from ζj+1 so that its
total traffic demands approach to the average traffic demand.
Fig. 2(b) depicts an example of the partitions after applying the
adjustment step.

2) Bright-Region Identification Phase: This phase aims to
identify a bright region that is a promising region for deploying
an RS. Herein, a location in region A is said to be a bright point
if an RS deployed at this location can improve the transmission
rate between the BS and Pi. Otherwise, the point is said to be a
shadow point. The bright and shadow regions are the collection
of all bright and shadow points in region A, respectively.

Since a bright region contains infinite bright points, it is
impossible to obtain the bright region by considering every
point in region A. To cope with this problem, the presentation
of this phase is divided into two parts. The first part aims to
present the latency evaluation approach, which takes frame
structure into consideration. That is, given a location h, this
part proposes a decision function that makes decision if it
is favorable to deploy an RS at location h. The second part
further presents bright-region identification mechanism, which
constructs a bright region for deploying an RS. The key concept
of the mechanism is to utilize the latency evaluation approach to
make decision whether a given MCS combination is appreciate
when the MCS combination is applied on the links lBS

h and lhPi
.

a) Latency evaluation by considering frame structure:
Given location h, this part helps make a decision whether
deploying an RS at location h can reduce the latency of trans-
mission directly from Pi to the BS. Compared with the existing
deployment schemes [10]–[12], the proposed latency evalua-
tion by considering frame structure takes into consideration the
IEEE 802.16j frame structure.

In order to improve the network throughput through RS
deployment, the latency constraint depicted in (15) should
be satisfied. However, the evaluation of transmission latency
is more complicated since the frame structure designed in

IEEE 802.16j standard should be taken into consideration.
The length of UL interval allocated to Pi is proportional to the
traffic demand of Pi. Let the traffic demand of Pi be uj . The
transmission interval tUL

Pi
allocated to Pi during each UL access

zone can be derived by

tUL
Pi

= ui × tUL
access/

n∑
j=1

uj . (19)

The evaluation of the transmission latency can be further
considered in two cases, depending on whether the traffic is
forwarded by the RS. For the ease of transmission latency cal-
culation, it is assumed that the transmission latency is counted
from the start of UL access zone. First, we consider that the
data are directly transmitted from Pi to the BS. In case that
the data can be completely transmitted within one frame, the
latency will be equal to the transmission time. Otherwise, the
transmission of uj requires several frames. Let tttg and trtg
denote the duration of transmit/receive transition gap and the
duration of receive/transmit transition gap, respectively. Let
tframe denote the duration of one IEEE 802.16j frame. The
duration of tframe can be represented as follows:

tframe = tULkth
access + tULkth

relay + tttg

+ t
DL(k+1)th
access + t

DL(k+1)th

relay + trtg. (20)

Let fBS
Pi

+ 1 denote the number of frames required for Pi to
transmit data volume uj from itself to the BS. The value of fBS

Pi

can be calculated as

fBS
Pi

=

⌊
ui

rBS
Pi

× tUL
Pi

⌋
. (21)

Let tlast_f
Pi−BS denote the transmission time of the remaining

traffic in the (fBS
Pi

+ 1)th frame. Based on (21), the value of

tlast_fPi−BS can be evaluated by

tlast_fPi−BS =
ui − rBS

Pi
×
(
tUL
Pi

× fBS
Pi

)
rBS
Pi

. (22)

According to (20)–(22), the transmission latency tPi−BS will
be the time duration of fBS

Pi
frames plus the transmission

time tlast_fPi−BS of the remaining traffic. Equation (23) depicts
the evaluation of the transmission latency tPi−BS when the
value of tlast_fPi−BS is larger than zero. In case that the value of

tlast_fPi−BS is equal to zero, it indicates that Pi completes its data
transmission at the end of tUL

Pi
in the (fBS

Pi
)th frames. Therefore,

the transmission latency is the time duration of the fBS
Pi

− 1
frames plus the transmission time.

tPi−BS =

{
fBS
Pi

× tframe + tlast_fPi−BS, if tlast_f
Pi−BS > 0(

fBS
Pi

− 1
)
× tframe + tUL

Pi
, if tlast_f

Pi−BS = 0.
(23)

Figs. 7 and 8 illustrate the case that the data transmission
from Pi to the BS cannot be completed during a single frame.
Let one frame consist of 256 slots. As shown in Fig. 7, the
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Fig. 7. Example of data transmission from Pi to the BS.

Fig. 8. Calculation of transmission latency of the example given in Fig. 7.

traffic demand ui and the length of tUL
Pi

are 100 units and
20 slots, respectively. Let transmission rate rBS

Pi
between Pi and

the BS be 2 units/slot. Fig. 8 shows that Pi cannot complete its
transmission in the single frame. By applying (21), the value of
fBS
Pi

can be obtained as follows:

fBS
Pi

=

⌊
100

2× 20

⌋
= 2 frames.

By applying (22), the value of tlast_fPi−BS can be calculated as
follows:

tlast_fPi−BS =
100− 2× (20× 2)

2
= 10 slots.

Therefore, the total traffic demand of Pi will be completed
within three frames and the total latency tPi−BS is 522(256×
2 + 10) slots.

Alternatively, the following considers the case that Pi trans-
mits its data to the BS through RSj , which is deployed at a
given location hi. Let there be k RSs connecting to the BS.
Let the interval of UL relay zone tUL

relay be equally partitioned
into k segments, and each segment is allocated to one RS.
Therefore, the available transmission interval tUL

RSj
of RSj can

be calculated by

tUL
RSj

=
tUL
relay

k
. (24)

With the help of RSs, time period tUL
Pi

given in (19) can be
allocated for transmitting data from Pi to RSj . Afterward, RSj
will forward the received data to the BS during the time period
tUL
RSj

. For the ease of calculation, as shown in Fig. 9, assume

that transmission time tUL
Pi

and forwarding transmission time
tUL
RSj

are allocated at the end of the UL access zone and in the
beginning of the UL relay zone, respectively.

Since RSj is deployed at the given location hi, the rates rRSj

Pi

from Pi to RSj and rBS
RSj

from RSj to BS can be derived by (8)
and (9), respectively.

Fig. 9. Example of data transmissions from Pi to RSj , and then the data are
forwarded from RSj to BS.

Fig. 10. Link capacity of l(RSj , BS) is the bottleneck of the path from Pi to
the BS through RSj .

Let fRSj

Pi
+ 1 denote the number of frames required for data

volume ui transmitted from Pi to RSj . The value of fRSj

Pi
can

be calculated as follows:

f
RSj

Pi
=

⌊
ui

r
RSj

Pi
× tUL

Pi

⌋
. (25)

Similarly, let fBS
RSj

+ 1 denote the number of frames required
for RSj to forward the received data volume ui to BS. The
following calculates the value of fBS

RSj
:

fBS
RSj

=

⌊
ui

rBS
RSj

× tUL
RSj

⌋
. (26)

Let l(a, b) denote the link between nodes a and b. For
the data transmission from Pi to the BS through RSj , the
capacity bottleneck link is either l(Pi, RSj) or l(RSj , BS).
The following discusses the calculations of the transmission
latency tPi−RS−BS in two cases.

The first case is that the value of fBS
RSj

is larger than that of

f
RSj

Pi
. It indicates that link capacity of l(RSj , BS) is the bottle-

neck link and the traffic demand of ui will be completed in the
(fBS

RSj
+ 1)th frame. Let tBottleneck_RS

RSj−BS denote the transmission

time of the remaining traffic of RSj in the (fBS
RSj

+ 1)th frame.

The following depicts the calculation of tBottleneck_RS
RSj−BS :

tBottleneck_RS
RSj−BS =

ui − rBS
RSj

×
(
tUL
RSj

×fBS
RSj

)
rBS
RSj

, if fRSj

Pi
<fBS

RSj
.

(27)
Fig. 10 gives an example that link l(RSj , BS) is the bottle-

neck link. As shown in Fig. 10, Pi can transmits all of its data
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to RSj within the allocated interval tUL
Pi

. However, RSj cannot
complete the data forwarding to the BS within tUL

RSj
. Therefore,

RSj needs fBS
RSj

frames plus transmission time tBottleneck_RS
RSj−BS

to complete the data forwarding. The following depicts the
transmission latency tPi−RS−BS when tBottleneck_RS

RSj−BS is larger
than zero:

tPi−RS−BS

=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

tUL
Pi

+ fBS
RSj

× tframe + tBottleneck_RS
RSj−BS ,

if fRSj

Pi
< fBS

RSj
, tBottleneck_RS

RSj−BS > 0

tUL
Pi

+
(
fBS
RSj

− 1
)
× tframe + tBottleneck_RS

RSj−BS ,

if fRSj

Pi
<fBS

RSj
, tBottleneck_RS

RSj−BS = 0.

(28)

Alternatively, (28) also depicts evaluation of tPi−RS−BS when
the value of tBottleneck_RS

RSj−BS is equal to zero. Similar to the

concept of (23), in the case that the value of tBottleneck_RS
RSj−BS is

equal to zero, the data transmission of Pi can be completed at
the end of tUL

RSj
in the fBS

RSj
th frame. Therefore, the transmission

latency is the time duration of the fBS
RSj

− 1 frames plus the

transmission time tUL
RSj

. Equation (28) depicts the evaluation of
the total transmission latency tPi−RS−BS for the case that the
link capacity of l(RSj , BS) is the bottleneck.

Alternatively, in the case that the value of fRSj

Pi
is larger than

or equal to that of fBS
RSj

, the link capacity of l(Pi, RSj) is the
bottleneck of the data transmission from Pi to the BS. The traf-
fic demand of Pi will be completed in the (f

RSj

Pi
+ 1)th frame.

Let tlast_f
Pi−RSj

denote the transmission time of the remaining

traffic transmitted from Pi to RSj in the (f
RSj

Pi
+ 1)th frame.

The following depicts the value of tlast_fPi−RSj
:

tlast_fPi−RSj
=

ui − r
RSj

Pi
×
(
tUL
Pi

× f
RSj

Pi

)
r
RSj

Pi

. (29)

Although link capacity of l(RSj , BS) is not the bottleneck
link, RSj needs to forward data that are received from Pi in

the access zone of each frame, containing the (f
RSj

Pi
+ 1)th

frame. Let tBottleneck_P
RSj−BS denote the transmission time of RSj’s

data forwarding in the (f
RSj

Pi
+ 1)th frame. Different from the

transmission time depicted in (27), if the value of fRSj

Pi
is larger

than or equal to that of fBS
RSj

, then the value of tBottleneck_P
RSj−BS is

evaluated by the following:

tBottleneck_P
RSj−BS =

ui − r
RSj

Pi
×
(
tUL
Pi

× f
RSj

Pi

)
rBS
RSj

, if fRSj

Pi
≥fBS

RSj
.

(30)

Consequently, the total transmission latency tPi−RS−BS of
this case can be evaluated as follows:

tPi−RS−BS

=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

tUL
Pi

+ f
RSj

Pi
× tframe + tBottleneck_P

RSj−BS ,

if fRSj

Pi
≥ fBS

RSj
, tlast_fPi−RSj

> 0

tUL
Pi

+
(
f
RSj

Pi
− 1

)
× tframe + tBottleneck_P

RSj−BS ,

if fRSj

Pi
≥ fBS

RSj
, tlast_fPi−RSj

= 0.

(31)

Let the Boolean variable xaccess
Pi

represent whether the f
RSj

Pi

is no less than fBS
RSj

, i.e.,

xaccess
Pi

=

{
1, if fRSj

Pi
≥ fBS

RSj

0, otherwise.
(32)

Let xrelay
RSj

represent the logical negation value of xaccess
Pi

.
Furthermore, let Boolean variable xnonzero represent whether
the values of tlast_f

Pi−RSj
or tBottleneck_RS

RSj−BS are not equal to zero,
i.e.,

xnonzero=

{
1, if tlast_f

Pi−SRj
�=0 or tBottleneck_RS

RSj−BS �=0
0, otherwise.

(33)

Based on (28)–(34), shown at the bottom of the page, depicts
the derivation of transmission latency tPi−RS−BS.

For a given location hi, the latency tPi−BS and tPi−RS−BS

can be evaluated by applying (23) and (34), respectively. As
a result, constraint (15) can be applied as a decision function
to verify whether the latency constraint is satisfied. If yes, the
given location can be identified as a bright point.

As aforementioned, although (23) and (34) can verify
whether a given location is bright point, however, it is not
feasible to take into consideration every possible location in the
serving region A because region A contains infinite points. The
following presents the bright-region identification mechanism,
which can efficiently construct a bright region of Pi.

b) Bright-region identification mechanism: The bright-
region identification mechanism aims to efficiently identify a
bright region for deploying the relay. The key concept of the
mechanism is to utilize the latency evaluation approach to make
a decision whether a given MCS combination is appreciate
when the MCS combination is applied on links lBS

h and lhPi
. The

proposed mechanism aims to identify the bright regions with
reasonable computing complexity.

According to the distance depicted in Table I, a given MCS
(e.g., Modulation = 64 QAM, Cording rate = 1/2) can be ap-
plied to the MSs in a particular area. Let M be the number of
predefined MCS levels in IEEE 802.16j standard. There are M
possible MCS levels applied to links l(BS, RSj) or l(RSj , Pi).
Therefore, there are M ×M combinations of MCS levels that

tPi−RS−BS =

⎧⎨
⎩

max
(
f
RSj

Pi
, fBS

RSj

)
×tframe+tUL

Pi
+xaccess

Pi
×tBottleneck_P

RSj−BS +xrelay
RSj

×tBottleneck_RS
RSj−BS , if xnonzero = 1(

max
(
f
RSj

Pi
, fBS

RSj

)
−1

)
×tframe+tUL

Pi
+xaccess

Pi
×tBottleneck_P

RSj−BS +xrelay
RSj

×tUL
RSj

, if xnonzero = 0
(34)
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Fig. 11. Serving area of BS is partitioned into M concentric circles.

can be applied to links l(BS, RSj) and l(RSj , Pi). Two steps
will be executed in the proposed mechanism. First, considering
M ×M combinations of MCS levels, the mechanism explores
the feasible combinations of MCS levels, which satisfy the
latency constraint as proposed in (15). Then, the second step
constructs the bright region of Pi based on the feasible combi-
nations of MCS levels that are derived in step 1.

In the first step, given a combination of MCS levels,
the corresponding transmission rates of links l(BS, RSj) or
l(RSj , Pi) can be obtained from Table I. Let x and y de-
note two MCS levels that can be applied to l(BS, RSj) and
l(RSj , Pi), respectively. Let notation mx

A−B denote the mod-
ulations and coding rates of MCS level x applied on the
link between stations A and B. Therefore, the MCS pair
(mx

BS−RSj
, my

RSj−Pi
) represents the pair of two modulations

(with coding). Let rate pair rxyi = (rBS
RSj

, r
RSj

Pi
) denote the cor-

responding rates of MCS pair (mx
BS−RSj

, my
RSj−Pi

). For each
rate pair, the transmission latency tPi−RS−BS can be derived
by applying (34). In case the transmission latency tPi−RS−BS

satisfies the latency constraint (15), the MCS pair (x, y) is a
feasible MCS pair. By applying the aforementioned calcula-
tions, all feasible combinations of MCS levels that satisfy the
latency constraint (15) can be obtained. Let Ψi denote the set
of all feasible MCS pairs, i.e.,

Ψi=
{
(mx

BS−RSj
, my

RSj−Pi
)|rxyi satisfies (15) ∀x, y ∈ M

}
.

(35)

According to the feasible MCS set Ψ, the second step aims
to further construct the bright region of Pi. Recall that each
MCS level corresponds to a particular area where any MS in this
area can apply the MCS level to successfully transmit data to
the BS. For each (mx

BS−RSj
, my

RSj−Pi
) in feasible MCS set Ψ,

the second step aims to construct the intersection region of the
particular areas of MCS levels x and y. Since pair x and y are
feasible MCS levels that can be applied to links l(BS, RSj) and
l(RSj , Pi), respectively, the intersection region can be treated
as a bright region. The following further presents the second
step in detail.

The second step aims to further construct the bright re-
gion of Pi. As shown in Fig. 11, the serving region of BS
can be partitioned into a set of M concentric circles ΠBS =
{π1

BS , π
2
BS , . . . , π

M
BS} according to the M levels of MCS as

shown in Table I. Let dxmax denote the maximal transmission
distance of the MCS level x (for example, d(m6

max) = 1899)
where the SINR value at a given receiver reaches to the lower
bound of SINR value of MCS level x. Let πx

BS be the concentric

Fig. 12. Example of the intersection area I4,6i of A4
BS and A6

Pi
.

circle with radius d(mx
max). Let Ax

BS denote circle region of
πx
BS . Obviously, Ax

BS is totally covered by Ax−1
BS . Similarly,

the area of Pi’s communication range can be partitioned into M
concentric circles ΠPi

= {π1
Pi
, π2

Pi
, . . . , πM

Pi
}. Let Ax

Pi
denote

circle region of πx
Pi

. According to a given feasible MCS pair
(mx

BS−RSj
,my

RSj−Pi
), an intersection area Ix,yi of Ax

BS and
Ay

Pi
can be constructed. As shown in Fig. 12, the area marked

with green color gives an example of the intersection area
A4

BS ∩A6
Pi

between the BS and Pi, which is constructed based
on the feasible MCS pair (16QAM 1/2, 64QAM 2/3).

Let BRi denote the bright region of Pi. Let the notation
|Ix,yi | denote the size of the intersection area Ix,yi . Because each
feasible MCS pair contributes an intersection area, the area Ix,yi

with maximal size will be the bright region of Pi which can be
derived by

BRi = argmax
∀mx,my∈Ψi

{|Ix,yi |}. (36)

Based on the Latency Criteria, the bright region can be
constructed by applying Exps. (19)–(36). The bright-region
guarantees that deploying a relay at any point in the bright
region can improve both the transmission rate and latency.

3) Candidate-Region Identification Phase: This phase aims
to identify a smaller region from the bright region for further
reducing the computational complexity. Two or more bright
regions might be overlapped. If the RS is deployed in the over-
lapped regions, it can improve the transmission rate of these
regions. In this phase, the overlapped region, also referred to as
the candidate region, that is covered by the maximal number
of bright regions will be selected as the candidate region for
deploying an RS. As shown in Fig. 5, the candidate region
is marked by red ink. Let OΦ denote an overlapped region
constructed by a set of bright regions BR1,BR2, . . . ,BRx,
where Φ = {1, 2, . . . , x}. Let notation |OΦ| denote the relay
benefit that represents the reduced transmission time if an RS is
deployed in OΦ. The following evaluates the value of |OΦ| by
calculating the sum of relay benefit:

|OΦ| =
∑
∀ i∈Φ

(tPi−BS − tPi−RS−BS). (37)

Let CRj denote the candidate region where deploying an RS
can reduce the most transmission delay time in the partition ζj ,
where 1 ≤ j ≤ k. We have

CRj = argmax
∀OΦ

{|OΦ|} . (38)
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4) Candidate-Location Identification Phase: This phase
further partitions the candidate region into a set of equal-sized
grids and then evaluates the improved network capacity of
each grid if a relay is deployed at that grid. This phase aims
to determine the best grid for deploying an RS. A fine-grain
partition of the candidate region will increase the computational
cost but obtain a location with higher network capacity. By
giving a bound of computational resource, the grid size can be
determined. Let P̄gx denote the set of Pi whose bright region
covers grid gx. Let Tgx denote the throughput from all Pi ∈ P̄gx

to the BS through RSj , which is deployed at grid gx. That is,
the throughput obtained from the traffic passing through relay
RSj can be measured by

Tgx =
∑

∀Pi∈P gx

min
(
δ
(
dgzPi

)
× tUL

Pi
, δ

(
dBS
gs

)
× tUL

RSj

)

=
∑

∀Pi∈P gx

min
(
r
RSj

Pi
× tUL

Pi
, rBS

RSj
× tUL

RSj

)
,

1 ≤ j ≤ k. (39)

Let qj denote the number of total grids in candidate region
CRj in partition ζj . In candidate region CRj , let gbestx, j denote
the grid where deploying an RS can obtain the maximal value
of Tgx . The following derives the best grid where deploying an
RS can obtain the maximal throughput improvement:

gbestx, j = argmax
∀ gx∈CRj

{Tgx}, 1 ≤ x ≤ qj . (40)

C. Algorithm of RPM

Here, the proposed RPM algorithm that consists of a main
algorithm and several subprocedures is presented. There are
four phases designed in the main algorithm. In the partitioning
phase, step 1 calls Partition(·) procedure to geographically
partition the whole region into k equal-sized partitions. How-
ever, the traffic demands of k partitions might be different,
resulting in the situation that the loads of k relays are unbal-
anced. Steps 2 further calls subroutine Partition_Adjust(·) to
adjust the region of each partition so that all partitions have
similar traffic demands. Then, a relay will be allocated to each
partition.

The second phase, which is called the bright-region iden-
tification phase, mainly aims to identify the proper areas for
deploying the RS in each partition region. In Steps 3–5, the
RPM identifies the bright region of each subregion by calling
BR(·) subroutine, which constructs the bright regions. In the
candidate region identification phase, steps 6–8 derive the
overlapped region covered by the maximal number of bright
regions in the same partition. The overlapped region is called
the candidate region. It means that placing an RS at any position
of the candidate region could obtain maximal benefits in terms
of throughput. Finally, in steps 9–20, the RPM partitions the
candidate region into a number of grids and picks out the best
grid for deploying an RS.

The Algorithm of RPM

Input: The location of BS, a region A consists of n sub-
regions A1, A2, . . . , An, a set of traffic demands
rpastPi

of each subregion Ai, and the number of
RSs k.

Output: k locations LRS for deploying k RSs.

Initial: LRS = ∅;
//Phase I: Partitioning
01. Partition(A);
02. Partition_Adjust(A);
// Phase II: Bright-Region Identification
03. For i = 1 to n
04. BR(Ai);
05. End For
// Phase III: Candidate-Region Identification
06. For j = 1 to k // k partitions
07. Select the overlapped region that has the maximal

relay benefit as candidate region CRj in the
partition ζj ;

08. End For
// Phase IV: Candidate-Location Identification
09. For j = 1 to k // k partitions
10. maxT = 0;
11. For x = 1 to qj
12. Calculate Tgx by applying the (39);
13. If Tgx > maxT // referred to (40)
14. Set the center of grid gx as the deployment location

of RSj(x, y);
15. Update RSj(x, y);
16. End If
17. End For
18. Add RSj(x, y) to LRS;
19. End For
20. Return LRS

Partition(A)

Input: Region A consists of n subregions A1, A2, . . . , An

Output: k partitions that consist of n subregions

01. Let the location of the BS be the center of a circle
that contains region A.

02. Equally partition the circle into k partitions by k
partitioning lines, so that the angle between every two
consecutive lines will be 360/k◦.

03. For i = 1 to k
04. For j = 1 to n
05. If the Pi of Aj is located in the ζj
06. Add Aj to the ζi;
07. End If
08. End For
09. End For

Partition_Adjust(ζi, ζi+1)

Input: Partitions ζj and ζj+1

Output: Well-adjusted partitions ζi and ζi+1

01. For j = 1 to k
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02. While u(ζj)! = (
∑k

j=1 u(ζj))/k

03. If u(ζj) < (
∑k

j=1 u(ζj))/k
04. Select subregion Am ∈ ζj+1 closest to ζj
05. Remove Am from ζj+1 and add Am into ζj ;
06. else
07. Select subregion Am ∈ ζj closest to ζj+1

08. Release Am from ζj and add Am into ζj+1;
09. End If
10. End While
11. End For

BR(Ai)

Input: A subregions Ai

Output: The bright region BRi of Ai

// Bright Region Identification Mechanism
// Step1
01. For x = 1 to M
02. For y = 1 to M
03. Apply the Latency Evaluation by Considering

Frame Structure to check whether
(mx

BS−RSj
, my

RSj−Pi
) satisfies (15).

//referred to (19)–(34)
04. If (mx

BS−RSj
, my

RSj−Pi
) satisfies (15)

05. Add (mx
BS−RSj

, my
RSj−Pi

) to Ψi //referred to (35)
06. End If
07. End For
08. End For
// Step2
09. Partition the serving region of the BS into M con-

centric circles ΠBS = {π1
BS, π

2
BS, . . . , π

M
BS} accord-

ing to the M levels of MCS.
// referred to Table I

10. Partition the communication range of the Pi into M
concentric circles ΠPi

= {π1
Pi
, π2

Pi
, . . . , πM

Pi
}

according to the M levels of MCS.
11. For each (mx

BS−RSj
, my

RSj−Pi
) where mx, my ∈ Ψi

12. Construct the intersection area Ix, yi of AX
BS and Ay

Pi

13. End For
14. Calculate BRi = argmax{|Ix, yi |} where mx,

my ∈ Ψi

15. Return BRi

D. Considering IEEE 802.16j Frame Structure

The following presents an example to clearly specify that the
importance of considering the 802.16j frame structure.

Consider the example of Fig. 13 where the size of data re-
quired to be transmitted from MS to BS is 3600 units. The data
rates of links l(MS, BS), l(MS, RS) and l(RS, BS) are 7, 8,
and 10 units/slot, respectively. Related works [11], [12] evalu-
ate the total transmission time of two-hop links l(MS, RS) and
l(RS, BS) as (300/8 + 3600/10) = 450 + 360 = 810slots. In
addition, the average data rate of two-hop links l(MS, RS)
and l(RS, BS) is 3600/810 = 4.44 units/slot, which is smaller
than the data rate of direct link l(MS, BS) (7 units/slot). As a

Fig. 13. Direct and two-hop links of the MS.

Fig. 14. Consideration of 802.16j frame structure.

result, the approaches proposed in [11] and [12] will determine
that the MS cannot obtain the benefit of relay deployment. As a
result, an improper decision will be made. In fact, deploying a
relay can help reduce the total transmission time. The following
presents how the proposed approach considers the 802.16j
frame structure and then make the proper decision.

Different from the related works, this paper considers the
802.16j frame structure, as shown in Fig. 14, to identify the
transmission latency of the direct link and the two-hop links.
Let one frame consist of 200 slots. Assume that the available
transmission interval of the MS in the access zone is 30 slots.
Assume that the available transmission interval of each RS in
the relay zone is 25 slots.

1) Direct Link—Transmission Latency of MS: By applying
(23), the transmission latency of the MS through the direct
link is

tMS−BS=

⌊
3600

(7×30)

⌋

=17 frames plus

⌈
(3600−7×30×17)

7

⌉
= 5 slots.

The total number of slots is 17× 200 + 5 = 3405 slots.
2) Two-Hop Links—Transmission Latency of MS: By apply-

ing (28) and (31), the transmission latency of an MS through the
two-hop links is

tMS−RS−BS = max

(⌊
3600

(8× 30)

⌋
,

⌊
3600

(10× 25)

⌋)

=

⌊
3600

(8× 30)

⌋
= 15 frames.

The total number of slots is 15× 200 = 3000 slots.
As a result, it is obvious that the MS can obtain the benefit of

RS deployment by considering the 802.16j frame structure.
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TABLE III
SIMULATION PARAMETERS

Fig. 15. Example of considered environment that contains 25 representative
points.

IV. SIMULATION

This section presents the performance evaluation of the pro-
posed RPM. The proposed RPM is compared with a random-
based scheme (Random) and the existing scheme proposed in
[12], which is referred to as the throughput-oriented scheme
(T-O). The Random scheme randomly determines the deploy-
ment locations of RSs in the networks. The considered region
is set by 10 km × 10 km. One BS is deployed at the center
of the region. The region is partitioned into 25 unequal-size
subregions. All users (MSs or SSs) are randomly deployed
in the considered region. The service types only consider
Unsolicited Grant Service (UGS) and real-time polling-service
(rtPS) connections. The offered traffic of UGS service is
32 Kb/s, whereas the offered traffic of rtPS service is randomly
generated from 100 to 500 Kb/s. Each user establishes one
connection belonging to either UGS or rtPS services. After
executing the compared RS deployment algorithms, the QoS
scheduling algorithm proposed in [17] is adopted to compare
the performance of the three compared deployment algorithms.
Each result is obtained from the average of 200 independent
runs. The 95% confidence interval is always smaller than 5% of
the reported values. The MCSs used in the simulations refers to
[4]. Table III gives the parameters and their values considered
in the simulation.

Fig. 15 gives a scenario of the considered environment,
consisting of 25 representative points. The x-axis and y-axis,

Fig. 16. Comparison of network throughput by varying the numbers of RSs.

Fig. 17. Comparisons of each phase designed in the proposed RPM and the
other mechanisms in terms of throughput by varying the number of MSs.

ranging from 0 to 10 km, represent the coordinates system
applied to the service region. The location of the BS is set at
the center of the region and marked by a blue star symbol.
The location of each Pi and its modulation are presented by
bars with different colors, as shown in Fig. 15. Recall that
Pi represents the representative point of each subregion Ai.
The traffic requirement of Pi is the summation of the traffic
requirements of users in subregion Ai. The z-axis denotes the
traffic requirement of each representative point Pi. There are
200 users randomly deployed in the BS’s serving region.

Fig. 16 compares the proposed RPM with the other two
mechanisms in terms of network throughput. The number of
RSs is varied, ranging from 1 to 10. There are 200 users (MSs
or SSs) randomly deployed in the considered region. In general,
the network throughputs of the three compared mechanisms
increase with the number of RSs. This is because the RSs
can enhance transmission rate between MSs and the BS; thus,
deploying RSs can achieve higher network throughput. The
proposed RPM determines the grids that deploying RSs can
obtain the maximal throughput improvement. Compared with
the proposed RPM scheme, the existing T-O scheme evenly
deploys RSs around the BS in a way that all RSs have the
same distance to BS. Hence, it might lead to the situation that
the some MSs with a large amount of traffic demands cannot
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Fig. 18. Comparison of each phase of the proposed RPM and the other
mechanisms in terms of average transmission delay by varying the number
of MSs.

improve their transmission rates because they are far away
from the RS. As a result, the network throughput of the T-O
scheme is smaller than that of the proposed RPM. On the
other hand, the Random scheme might determine infeasible
deployment locations for RSs. It results in the worst network
throughput. Consequently, as shown in Fig. 16, the proposed
RPM mechanism outperforms the Random and T-O schemes in
terms of the network throughput.

Fig. 17 compares the proposed RPM and other mechanisms
in terms of network throughput. The number of MSs is varied
ranging from 25 to 200. There are six RSs deployed in the
network environment. The abbreviation Phase_I(RPM) only
involves operations designed in Phase I. It divides the serving
region of the BS into several equal-sized partitions and then
adjusts the size of each partition so that all partitions have equal
traffic demands. Subsequently, Phase_I(RPM) deploys one RS
at a random selected location in each partition. The abbreviation
Phases_I + II(RPM) additionally involves Phase II, which
aims to deploy RSs at the bright region of each subregion.
The abbreviation Phases_I + II + III(RPM) additionally
involves Phase III and thus considers the criteria of candidate
region. The abbreviation All_Phases(RPM) involves all phases
designed in the RPM. Finally, the abbreviation w/o RS did
not deploy any relay in the serving region. In general, the
network throughputs of all compared mechanisms increase
with the number of MSs. However, All_Phases(RPM) achieves
the upper bound of throughput when the number of MSs
reaches to 150 because the bandwidth has been fully uti-
lized. All_Phases(RPM) and Phases_I + II + III(RPM)
have better performance than the others in terms of network

throughput. The simulation results depict that each phase
designed in RPM has its own contribution for improving
the network throughput and Phase III has the most signif-
icant impact. In general, the proposed RPM schemes with
All_Phases(RPM) and Phases_I + II + III(RPM) outper-
form the T-O scheme. The major reason is that the candidate
region is determined during Phase III in the RPM. Then, an RS
will be deployed in the candidate region for serving the MSs
with superior data demands, increasing network throughput
significantly.

Fig. 19. Comparison of the proposed RPM and the other two schemes in terms
of QoS satisfactory index λ versus the number of given RSs.

Fig. 18 further investigates the impact of each phase of
the proposed RPM and compares their performance with w/o
RS, Random, and T-O mechanisms, in terms of average trans-
mission delay. The number of MSs is varied ranging from
25 to 200. In general, the average transmission delays of all
mechanisms increase with the number of MSs. The main reason
is that the increment of the number of MSs leads to more traffic
requirements. Hence, the BS needs to allocate more time to
satisfy the total requirements. Compared with Phase_I(RPM),
Phases_I + II(RPM) significantly reduce the average trans-
mission delay. This indicates that the Phase II, which aims
to identify the bright region, has considerable contribution in
delay reduction. The All_Phases(RPM) outperforms the other
three mechanisms, w/o RS, T-O, and Random, in terms of
average delay. This occurs because All_Phases(RPM) obtains
the benefit by applying each phase, and finally, it can deploy
RSs at the most feasible locations. The design of Phase I can
balance the overhead of RSs to prevent the situation that an RS
is deployed in a subregion where there are few traffic demands.
By considering the reasonable computational cost, Phase II
is used for identifying the bright regions where deploying
an RS within the region can improve the transmission rate
between Pi and the BS. Phases III and IV can significantly
reduce the average transmission delay and obtain the maximal
throughput because these phases determine the candidate region
and grid and then deploy the RSs at that grid in the candidate
region.

Fig. 19 further investigates the performance of three com-
pared mechanisms in terms of the satisfactory index of QoS
requirements of MSs. Let μ denote the total number of MSs in
the network. Herein, the value of μ is set to 200. Let ω denote
the number of MSs whose QoS requirements are satisfied.
Equation (41) defines the QoS Satisfaction Index λ

λ =
ω

μ
. (41)

The larger value of λ means that more traffic requirements of
MSs are satisfied from the deployed RSs. In general, the value
of λ is increased with the number of RSs. When the number
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Fig. 20. Comparison of the proposed RPM and the other mechanisms in terms
of the relay traffic by varying the number of RSs.

of deployed RSs is small, most QoS requirements of MSs
cannot be satisfied. However, when the number of deployed
RSs grows, the value of λ is close to one, indicating that the all
traffic requirements are likely to be satisfied. In general, the pro-
posed RPM mechanism outperforms the other two deployment
schemes. This is because the RPM determines the locations for
deploying RSs by taking (15) into consideration. Hence, the
proposed RPM has the largest QoS Satisfaction Index λ. In
addition, when the number of deployed RSs is more than six,
the value of λ of RPM grows slowly and closes to one. This
indicates that six RSs almost satisfy all traffic requirements. In
addition, the T-O scheme did not consider uneven distribution
of traffic demands and might cause the situation that some users
with traffic demands cannot use a superior transmission rate.
Therefore, the data might be dropped by some MSs because
their transmission delays exceed the time constraint.

Let relay traffic represent the overall traffic forwarded
through RSs to BS. Fig. 20 compares the proposed RPM with
the other two schemes in terms of the relay traffic by varying
the number of deployed RSs from 1 to 6. In general, the
relay traffic of the three mechanisms increases with the number
of RSs. This is because that deploying more RSs can help
forward more DL/UL traffic requested from the representa-
tive points. As shown in Fig. 20, the proposed RPM has the
highest relay traffic than the other two approaches. The major
reason is that the proposed RPM applies phases III and IV
to identify the candidate regions and grids where deploying
an RS can increase the most network throughput. However,
the compared T-O and Random schemes might deploy RSs at
improper locations, which are far from the MSs with a large
amount of traffic demands. To reduce the transmission delay,
MSs directly transmit data to the BS, leading to lower relay
traffic.

Fig. 21 exams the impact of grid size on both throughput
and average transmission delay. In Phase IV of the proposed
RPM, the candidate region is partitioned into a set of equal-
sized grids, and then the network throughput and transmission
delay of each grid is evaluated. Based on the evaluations, an
RS can be deployed at the most appreciate grid. In general,

Fig. 21. Impact of grid size on the network throughput and transmission delay
of the proposed RPM.

a smaller grid size will result in a higher network throughput
and lower average transmission delay. However, when the grid
size reaches to 50 m, the performance of throughput and
average transmission delay drops off significantly. This also
indicates that a careful decision on the grid size is impor-
tant for increasing the network throughput and reducing the
transmission delay.

V. CONCLUSION

Network planning is an important issue for maximizing the
network throughput and capacity for a given WiMAX network.
Given a network region and k available RSs, this paper has
investigated the relay deployment strategy in an IEEE 802.16j
WiMAX network. A relay placement mechanism, which is
called RPM, is proposed for determining the deployment loca-
tion that satisfies the traffic demand and maximizes the network
capacity. The proposed RPM first partitions the network region
into k partitions according to the historical traffic pattern. Then,
the RPM takes into consideration the frame structure constraint
and bandwidth constraint. For each partition, the RPM identifies
the bright regions and chooses the best location for deploy-
ing an RS. Simulation study reveals that the proposed RPM
outperforms the existing two mechanisms in terms of network
throughput and transmission delay.
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